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Abstract

We present an overview of an algorithm which simulates teporse of a CMOS/MAPS pixel sensor (CPS) which can
be implemented in a complete simulation program. It inctutthee simulation of the charge deposition, the charge tahsp
in the the digital response (ADC or discriminator) of thesmn The algorithm is based on a data driven approach and uses
extensively the result of test beam data performed by th&€lBtdup (and collaborators) on various sensors, both wialtogn
or digital output. The algorithm gives as an output a list iafs hit with their corresponding signal. It is able to takéo
account the incident angle of the impinging charged partichich crosses the detector. Results and performanceg of th
algorithm are compared with test beam data. It is shown teatrultiplicity of the clusters, the resolution and the éffilcy
of the sensor are correctly reproduced with a precisionebtier of 10 %.

1 Introduction

CMOS Pixel Sensors (CPS)[1], have been developed duringaitdwelve years for the advent of a new generation of
vertex detectors, where priority is given to granularityterial budget and power consumption, potentially at thpeage

of read-out speed and radiation tolerance. Being initidélyeloped for an experiment at the ILC, the sensors cameoout t
be well suited to Heavy lon Collision experiments, and tlirinsic potential offers attractive perspectives foe thertex
detector to be operated at the SuperB factory. They havéneeaa level of maturity allowing them to equip successfully
beam telescops (EUDET project) and for the first time, a ceteplertex detector (STAR-HFT) equipped with this type of
sensors. Furthermore, CPS are also foreseen in other pflajere area beam telescope for the EU-FP7 project AIDAyer a
considered as option (CBM experiment vertex detector, A_ITS Upgrade, superB, etc.).

Analog processing of the signal (preamplification, pedesihtraction) takes place in the pixel itself. For the sake o
granularity and power consumption, the mixed and digitghal processing micro-circuits complementing the sigmal p
cessing (charge encoding, sparsification, etc.) are iatedron the sensor substrate at the chip periphery. The eathaut
is then based on a rolling shutter architecture where thelpare organised in columns read out in parallel. This sbhre
functionnalities is a basic feature of the MIMOSA sensongettegped by the IPHC-IRFU collaboration [2].

One of the particularities of CPS is that the sensitive vauire. the epitaxial layer remains mostly undepleted. The
electrons, coming from the ionising charged particlessirgsthe detector, diffuses thermaly in the epi. layer ardiaally
collected by N-well diodes. Charge sharing between pixethén enhanced leading to cluster of typically 3 to 9 pixeth w
a Signal-to-Noise ratio above 5. Additonnal effects occur like recombination, reflexidrtte electrons at the epi-substrate
interface. These effects depend mostly on not so well knaavarpeters like the doping profile, the epitaxial layer thieks,
etc. This forced us to chose a pragmatical approach and lib dodiata driven model based on the available information one
can get in laboratory tests and beam tests. The typical megalstinformation are the collected charge (for chips withlag
output), charge distribution between pixels, Noise, caargllection efficiency, ADC gain and dynamic range. Hoggful
during the last ten years, the PICSEL group of IPHC (and bolators) realized more than 30 test beam campaigns (mostly
at DESY and CERN) on many different prototypes, and one dangdvantage of this unique and huge amount of information.

The final goal is to be able to simulate the charge depositi@charge transport and collection and finally the diditisa
Since these processes are not directly measurable, thal gletiormances of the algorithm will then be compared ofeckht
cross-check distributions based on different set of dates@ test distributions will be mainly the cluster multfiy (driving
the occupancy), the efficiency, the resolution, and hit s&jma power. Since the fake rate depends on many otherésft
will not be considered as a test criteria.

The first section presents the algorithm and the approachmolate the charge transport up to the pixels. Then the
performances of the model are compared with different teatbdata with different prototpyes, pixel pitches, withlaga
our digitised output. Finally the incident angle effecttisdied.

2 General strategy

In the present note, one will consider that the incidentiglaris a Minimum lonizing Particle (M.I.P.). The algorithshould
be able to reproduce the response of a given CPS for any mtché.P. at any angle. To perform simulation in particle
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Figure 1: 3D Scheme of a CMOS pixel sensor.

physics experiment, one generally uses GEANT-4 which plewientry and exit points of a given detector volume. The
present algorithm needs only this information as an inparnfthe considered experiment simulation. In addition, feckht
set of parameters obtained from test beam data are usedutasérthe following steps:

e Energy deposition and electron-hole pair creation aloeg#th in the epitaxial layer.
e Charge transport up to the N-well charge collecting diotestigh thermal diffusion.
¢ Digital conversion of the collected charge (Discrimina®DC, zero suppression).

The following subsections describe these three steps.

2.1 Energy deposition

The energy deposition depends on the path of the incidetitigatrough the epitaxial layer. lépi is the epitaxial layer
thickness and i is the angle between the incident particle path and the tireperpendicular to the sensor plane, the
effective thicknessiis justepi/ cos 6. The energy deposition is directly translated into a nunolbetectron/hole pair creation
(3.6 eV/e™). In the following discussion, one will consider the frame {, z) with 2 andy in the sensor plane and
perpendicular to the sensor plane.

The driving parameters allowing to generate the energyslépo are:

e The distribution of a Landau law, with a MPV value&f e~ /um.

e The width of the Landau law depends on the total effectivekiieéss. Based on experimental test beam data, a value of
18 e~ /pm has been chosen.

e An effective epitaxial thickness used as an adjustablenpatrer.

One should note that the effective epitaxial thickness tsweoessarly close to a measured one since it includes sagond
effects like electrons recombination and charge colledtiefficiencies, electron creation within the collectingdg, possible
slope in the doping profile, reflexion of the charge at theseiigtrate interface, etc. This parameter depends hightlieon
considered prototype (process technology, resistivitghpdidoe sizes, etc.), and has to be adjuted with experiaheata.
So, since the charge recombination do exists, the chartgetioh efficiency is not 100 %. In practice it has been measur
routinely in the range of 85 % to 95 %, on a let $0) of different chips during the last decade.



2.2 Chargetransport

The created electrons along the track thermally diffusé@épitaxial layer because the depleted volume tends to bi sm
around the collecting diodes (generally few microns in Heggpending on the resistivity). Most of the electrons aenth
collected by several N-well diodes leading to a cluster bphiels. Thus, the charge sharing between pixels is enldanith
respect to classical depleted detectors. By computing plsioenter of gravity of the charges or by using more soptaited
algorithms (like the so-calleglfunctions), the charge sharing allows to obtain a signifigeretter resolution than the simple
digital resolution ¢4igitar = pitch/+/12. This statement remains true with digital output sensas fgjure 13).

Another hypothesis is assumed concerning the distribudfathe charge along the path. In the present algorithm, the
charge is equally distributed along the path crossing tlitevépl layer. This path is divided it segments. with a deposited
charge equal tdtotal charge)/N in the middle of each segmenty can be chosen in such a way that there is only one
electron per segment leading to a maximized precision bartgget computing time. The main purpose of this approach is to
be able to reproduce the charge deposition of any incidetitjgawith any incident angle. One should note that the kdept
position of the segment (i.e. thecoordinate) is not taken into account in the algorithm. Qhlyz andy position are used.
Building an algorithm using the position of the segments could be possible to the price otiaddal free parameters to be
adjusted.

One can summarize the procedure:

e each track has an entry point and an exit point in the epitéayer.

e Thetracksis divided iV segments of equal sizes. Total created ché@rgeis shared equally between thesegments.
Q; = Qiot/N canbe aslow abe.

e Depending on the andy position of the segment and on the position of the 25 diodesrat, the 25 probabilities that
the charge?); is collected by the diod¢ (j = 1,25) are computed thank to the probability density functiore(gext
section). Then a random number is generated and the carigedeposited in one of the 25 diodes.

e The procedure is repeated for thesegments and the total collected charge on each diode isutethp

2.3 Digitisation

At this stage, the analog collected charge on each diodeowiknThe pixel noise (in electrons units) is then added o eac
pixel, depending on the measured noise of the considergadtppe. This noise is actually not gaussian and an apprdioma
is made here.

The following steps consists in simulating the digitisatjirocess, depending on the considered prototype. Some of th
prototypes deliver an analog output (actually, the chasgesually encoded on 12 bits), whereas others delivers adimitel
output or delivers an output encoded with a 2 to 5 bits ADCtlemmore, a zero suppression stage can exist. An ideal sepon
of the ADC/discriminator is assumed, so only the dynamigeaand the Least Significant Bit (or the discriminator thigho
is used as an input.

The ADC/digitisation response of the sensor should be sededue to the temporal noise and fixed patern noise in the
digitisation process. One additionnal steps could be addeslisting in adding noisy pixels to reproduce correcté/¢brrect
fake hit rate obtained with data. These last two steps arsolotded in the present study, but could be added easily.

24 DIGMAPStool

To compare the different algorithm perfomances with thedand to optimize the set of parameters which reproduces the
most corrrectly the data, a standalone tool have been dgwetb This software tool, namé&d GMAPS, run with ROOT P]

and is able to simulate the response of a CPS with variousropf(incident angle of the ongoing particles, pitch, epéhx
layer, ADC/discri thresholds, etc. The software tool is lpuand available on demand [3]. All the results of the follog
sections have been obtained with this tool.

3 Building the probability density function

The probability density function is the core of the algamitand depends higlhy on the CPS sensor. As it has been didcusse
previously, The physical parameters influencing the chémagsport are too numerous and in general not measured with
a satisfactory precision to allow to build a theoritical nrebdeproducing the probability density function (PDF). Tha
pragmatical approach has been prefered. The first atteniptilchthe PDF has been performed based on a set of chips in
the AMS 0.35 um opto technology because different CPS prototypes withouarpitches (from0 to 40 pm) and with
analog output had been fabricated and fully characterizddboratory and in test beam facilities. The PDF distritosi



Chip

| m18 | M9 | M9 | M9 [ M9 | M9 | M9
Pitch (um)
[ 10 [ 20 | 20 [ 30 | 3 [ 40 | 40

Diode size (1m?)
[ 34x43[34x43] 6x6 [34x43[ 5x5 [34x43] 6x6
Charge (MPV) in the seed pixel (electrons)

313.5 250.4 338.8 203.6 248.2 181.4 251.4
+0.5 +0.3 +04 +0.7 +1.2 +0.2 +0.3
Total Charge (MPV) in the 9 highest charge collected pixelsdtrons)
906.4 765.1 897.4 625.3 716.0 568.1 717.1
+1.6 +1.1 +0.9 +23 +3.7 +0.5 +0.7
Total Charge (MPV) in & x 5 cluster (electrons)
1011.8 863.3 938.7 695.1 776.5 622.4 742.5
+2.0 +14 +1.0 +29 +4.8 +0.7 +0.9
Average noise (electrons)
10.9 9.2 12.3 9.5 11.4 9.8 13.0
RMS +0.8 +1.1 +14 +1.1 +1.2 +1.3 +1.6
RMS/VN | +0.02 +0.02 | £0.02| +£0.03 | £0.03| +£0.02 | £0.03
Signal to Noise ratio (MPV) in the seed pixel

28.0 26.3 26.8 21.1 22.1 18.4 19.4
+0.4 +0.3 +0.3 +0.3 +04 +0.2 +0.2

Table 1: Measured collected charges, Noise and SN for Mimosa9-18 sensors.

were obtained with data and several functions were tried tbdidata with a reasonnable amount of parameters. A rekativ
simple and satisfactory function was the sum of a gaussidradorentzian.

4 Analog output: Mimosa 9/18 results

5 Digital output with high resistivity epitaxial layer: Mimosa 28 (a.k.a. Ultimate)
results

For many years, CPS were manufactured with commercial wégaturing exclusively low resistivity (i.e. typicallyp) Q-cm)
epitaxial layers. The interest of industry for high resisyi epitaxial layers is a rather recent event, with a coasatdle impact

on the potential of the CPS (e.g. a typical signal-to-naédierof about 35-40). The main consequence of the high nasjst

is to enhance the depleted region around the collectingedio@harge transport is then complexified since undepletgdms

(far from the diodes) and depleted regions (close to theedipdoexists. The basic data driven model has to be modified to
take into account this effect leading to a “screening effantl thus modifying the probability density functions.

Several sensors were fabricated since early 2010 with480 2 - ¢m resistivity epitaxial layer, available in@35 um
process, and tested on particle beams. The Mimosa-28 ppetctlso named Ultimate sensor has been built in this psoces
and will equip the STAR-HFT.

The first vertex detector equipped with CPS is currently @dinilt for the STAR experiment at RHIC. Named STAR-
PXL, itis composed of two cylindrical layers, with radii of®2and 8 cm (see figur#?). It is built from 40 ladders, each made
of 10 sensors and featuring a total material budgét&#% X, per layer. The 400 sensors equipping the detector correspon
to ~ 370 Mpixels.

The ULTIMATE sensor, designed in the AM®35 um-OPTO technology, comprises 928 960 pixels with20.7 um
pitch and al5 um thick, high resistivity & 400 €2 - em) epitaxial layer, and includes radiation tolerant struesu Its power
consumption amounts tg 135 mW/cm?, corresponding te- 0.8 uW per pixel. The read-out time following from the
rolling shutter architecture is 200 us. The sensor delivers a binary signal based on discrimis&ioding each of the 928
columns followed by a zero suppression micro-circuitrys uited to a flux ofl 0°particles cm?/s.

The sensor has been tested with a G207/ c pion beam at the CERN-SPS in July 2011, in running conditgpsoaching
those of the STAR-PXL (e.g. T= 3@, 150 kRad ionising dose). The chip reaches a detection efficienc9.9% even



Figure 2: cluster multiplicity distribution for various ADcuts (from top left to top right, Signat 1,2,3,4,5,6,7,8,9,10 ADC

units).
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Figure 3: cluster multiplicity distribution for various ADcuts (from top left to top right, Signat 1,2,3,4,5,6,7,8,9,10 ADC

units).
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For Mimosa 9, analog output, piteh 20um, 1 ADC unit= 5.9 ¢~, Noise= 9.2 ™.
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Figure 4: cluster multiplicity distribution for various ADcuts (from top left to top right, Signat 1,2,3,4,5,6,7,8,9,10 ADC
units).
For Mimosa 9, analog output, pitch 30um, 1 ADC unit= 5.9 ¢e~, Noise= 9.4 e~
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Figure 5: cluster multiplicity distribution for various ADcuts (from top left to top right, Signat 1,2,3,4,5,6,7,8,9,10 ADC
units).
For Mimosa 9, analog output, piteh 40um, 1 ADC unit= 5.9 ¢~, Noise= 9.8 ¢
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Figure 6: cluster multiplicity distribution for various ADcuts (from top left to top right, Signat 1,2,3,4,5,6,7,8,9,10 ADC
units).
For Mimosa 18, analog output, piteh 10um, 1 ADC unit= 7.0 e—, Noise= 10.9 e™.

for high discriminator threshold values, where the fakerie (due to pixel noise fluctuations) is beld@w 5. Providing
moreover a spatial resolution of 3.7 um, the sensor is proven to meet the most important STAR-PXLirements.
5.1 Probability density function

The probability density function is obtained from data.

() = Noxe %5 4N x 3 @
p - 0 € a 1 (di d1)2 +F2

where:

¢ d =distance between the segment position and the centee obtisidered diode

e Ny, dy, Ny I" andd; are fit parameters

6 Resolution studies and comparisons

7 Angular studiesfor Ultimate sensor

An important cross-check needs to be made to test if the nmmatedves correctly when the incident particle has a non-zero
angle with respect to the perpendicular direction of thexplaOne can notes that the model has not been tuned to take
into account possible distorsion of the cluster multipjicvhen the angle increases. However, since the chargepteris
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First square pixels
N() d() g r d1 N1
0.458| -3.98 | 13.2| 3.99| 1.80 | 6.45
Other pixels
NO do g r d1 N1
0.117| -1.07| 17.5| 47.1| -4.64| 3.71

Table 2: Fit parameters of the probability density function obtained from Ultimate sensor test beam data.
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Figure 11: Cluster Multiplicity distribution for 9 differg discriminator thresholds (from up left to bottom rightNS> 4.0,
45,5.0,5.8,7.0,8.0,9.0,10.2, 11.5).

a. red line filled in brown represents ultimate test beam.data

b. The four other colors represent the digitiser model witlifierent effective epitaxial layer thickness: blaclg zm, green
=9 pm, blue =10 pm, pink =11 um.
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Figure 12: For 9 different discriminator thresholds (fromlaft to bottom right, S/IN> 4.0, 4.5, 5.0, 5.8, 7.0, 8.0, 9.0, 10.2,
11.5), cluster multiplicity bin by bin difference betweeatd and simulation models with 4 different effective epighlayer
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Figure 13: Resolutions of various CMOS sensors with anatafigital output, measured in test beam in function of thespix
pitch.

made from different segments inside the epitaxial layehwissible different: andy positions, one can expect a significant
evolution in the model distributions when the angle is iased.

The plots of the figure 17 shows a comparison of the multiylidistributions between test beam data of the Ultimate
sensor for different discriminator thresholds and diffgriecident angles. The bin by bin difference is also showtiigure
18. The agreement remains satisfactory witkin0 — 15%. Thus the model can be safely used with any incident angle as
long as it is not too large (below 60 deg.).

References

[1] R. Turchettaet al., A Monoalithic Active Pixel Sensor for Charged Particle Tracking and Imaging Using Standard VLS
CMOS Technology, Nucl.Instr.Meth. in Phys. Res. A458 (2001) 677-689.

[2] G. Voutsinaset al., Studies for a 10us, thin, high resolution CMOS pixel sensor for future vertex detectors, Nucl.
Phys. B - Proc. Suppl. 215 (2011) 48-50, and referencesithdxeicl.Instr.Meth. A650 (2011) 208-212. see also
http:/mww.iphc.cnrs.fr/PLUME.html.

[3] A. BessonDIGMAPS: a digitizer tool for MAPS. Available herehttp://www.iphc.cnrs.fr/Public-documentation.html

12



[ huCG5-tu | hCG5URes [ huCG5-tu | hCG5URes [ huCG5-tu | hCG5URes
X1 102355( 9 s 9
1oop : 0000F 0000F )
0000F E
sok 5 0000
9.628e+04 0000F 0000F
60F 0000F 0000F
0000E 0000F
L 0000F
49 0000F
0000F
20F 0000F 0000F
0000F 0000F
0 L L L 1 1 L L L 0 o L L 1 L L L 0 tL L L 1 L L L
40 30 20 10 0 10 20 30 40 -40 30 20 10 0 10 20 30 40 40 30 20 10 0 10 20 30 40
I huCG5-wu | NCG5URes I huCG5-tu | NCG5URes I huCG5-tu | NCG5URes
<T0 Entries
100 - Mean
RMS
Underflow 0000 Underfiow
80 Overflow
r 0000
Mean 0000
60 Sigma

0000
40 0000
0000

0000

20

-40 -30 -20 -10 O 10 20 30 40 40 -30 -20 -10 O 10 20 30 40

[ huCG5-tu | hCG5URes [ huCG5-tu | hCG5URes [ huCG5-tu | hCG5URes
s 86 Entries
0000

0000
0000
0000
0000
0000
0000
0000
0000
0000

0000

0000

0000

0000

0000

0000
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